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ABSTRACT
Estimating extreme environmental conditions remains a key

challenge in the design of offshore structures. This paper de-
scribes an exercise for benchmarking methods for extreme en-
vironmental conditions, which follows on from an initial bench-
marking exercise introduced at OMAE 2019. In this second ex-
ercise, we address the problem of estimating extreme metocean
conditions in a variable and changing climate. The study makes
use of several very long datasets from a global climate model,
including a 165-year historical run, a 700-year pre-industrial
control run, which represents a quasi-steady state climate, and
several runs under various future emissions scenarios. The avail-
ability of the long datasets allows for an in-depth analysis of the
uncertainties in the estimated extreme conditions and an attri-
bution of the relative importance of uncertainties resulting from
modelling choices, natural climate variability, and potential fu-
ture changes to the climate. This paper outlines the methodology
for the second collaborative benchmarking exercise as well as
presenting baseline results for the selected datasets.

1 INTRODUCTION
The design of offshore systems is reliant on an understand-

ing of the environmental conditions. Survival, in particular, rep-
resents a critical aspect for which characterization of extreme en-
vironmental conditions represents a important and challenging

step. Many offshore structures are designed for lifetimes of the
order of 25 to 50 years [1–4]. Given the expense of making mea-
surements at sea, available data are spatially sparse and are often
of a limited duration. Measured data are usually complemented
with hindcast data, typically of the order of 20-50 years in length.

In practice, a designer must estimate extreme responses for
the structure under consideration, based on limited data. Ap-
proaches for estimating long-term extreme responses vary sig-
nificantly in their computational requirements. Response-based
methods (e.g. [5]) require the structural response to be deter-
mined over the full range of environmental conditions and ex-
treme responses are estimated directly from the response data
rather than environmental conditions. In contrast, in simplified
approaches, such as the environmental contour method, the re-
sponse is only estimated for environmental conditions along a
contour. The environmental contour approach is widely recom-
mended by design guidelines and standards [1, 2, 4, 6], as it rep-
resents a pragmatic balance between computational requirements
and statistical and dynamical rigor.

Given both the wide use of the environmental contour
method and the wide variety of methods proposed for producing
environmental contours, a benchmarking exercise was recently
conducted to compare a variety of environmental contour meth-
ods (this exercise is referred to herein as “EC Benchmark 1”) [7].
EC Benchmark 1 provided a set of data and common metrics by
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which a blind comparison could be made. A total of eleven sub-
missions were made to the exercise; the results of which have
recently been compiled [8].1 The study highlighted several im-
portant factors which influence results:

Independence of data: Most contour prediction methods
are based on the assumption that each data point is indepen-
dent. However, there are high levels of serial correlation in
metocean conditions over several days [9]. The assumption
of independence in the presence of serial correlation can in-
troduce bias into both estimated return values and associated
confidence intervals.
Contour method: The method used to construct contours
from the estimated joint distribution can lead to signifi-
cant differences in resulting contours. The inverse first-
order reliability method (IFORM) [10] and direct sam-
pling [11] methods define contours in terms of marginal
exceedances probabilities under rotations of the coordinate
system, either in standard normal space or the original pa-
rameter space. In contrast, the inverse second-order reliabil-
ity method (ISORM) [12] and highest density contours [13]
are defined in terms of the total probability outside the con-
tour. These two definitions can lead to contours which in-
clude points with marginal exceedance probabilities that dif-
fer by orders of magnitude [14].
Statistical model: The choice of statistical model for the
joint distribution and method used to estimate the parame-
ters can have a larger influence on the differences between
the contours than the choice of method used to construct the
contour. It was also found that the fit of the models selected
was site-dependent.

Based on the findings from EC Benchmark 1, a second phase
of benchmarking exercises for extreme conditions has been de-
signed (referred to herein as “EC Benchmark 2”2). Given the
importance of model choice and parameter estimation method,
highlighted by EC Benchmark 1, EC Benchmark 2 has been de-
signed to further investigate these steps. In this exercise, the fo-
cus is on univariate analyses in order to highlight the importance
of fitting method and model selection.

A wide range of methods are available for estimating ex-
treme metocean conditions (see [15] for a review). Com-
monly used approaches include the initial distribution method
[4, §3.6.2.1], annual-maxima (e.g. [16, 17]), the r-largest-order
statistic method (e.g. [18, 19]), peaks-over-threshold (POT) (e.g.
[20–22]), and ACER [23]. For each type of method, practition-
ers can chose to fit different types of distribution to the data.
For example, for the initial distribution method, the Weibull,

1The results and code for replicating the analyses in EC Benchmark 1 are
available online: https://github.com/ec-benchmark-organizers/ec-benchmark

2In EC Benchmark 1, EC referred to “environmental contours”, in EC Bench-
mark 2 the same acronym is used for continuity, to refer to “extreme conditions”.

log-normal or Gamma distributions are commonly used [4, 24]
(see [25] for a recent review). For annual maxima the Gumbel
distribution is recommended in some standards [4], whilst the
generalised extreme value (GEV) distribution is more commonly
recommended in statistical texts [26]. For POT, the Weibull,
exponential distributions are recommended in some standards
[4], whereas the generalised Pareto (GP) distribution is recom-
mended in statistical texts, based on asymptotic arguments [26].
The method used for estimating distribution parameters also in-
fluences results [27]. For the GP distribution, a wide range of
options have been proposed (see e.g. [28, 29]). For the POT
method, the choice of threshold and declustering criteria is also
subjective [30,31]. Various tests for independence between adja-
cent samples have been proposed, such as the Blum test for block
maxima [32,33] or the extremogram for identifying declustering
criteria [34].

Many authors have also proposed models which account for
covariate effects such as seasonality or directionality [35–39].
These introduce further modelling choices, such as binning of
data, smoothing of parameter variation (using, e.g., splines,
Fourier series or Gaussian processes), or methods used to select
the optimal ‘roughness’ penalties for parameter variation. Inter-
ference for covariate models can also be far more computation-
ally demanding than for stationary models (see e.g [40]).

Many studies on estimation of extreme conditions tacitly
assume that the wave climate is stationary. However, there
is evidence that wave heights and wind speeds are dependent
on large-scale climate patterns which vary slowly over multiple
years, such as the North Atlantic Oscillation (NAO) [41] or the
El Niño Southern Oscillation (ENSO) [42]. Moreover, anthro-
pogenic climate change is also reported to have had a measur-
able effect on metocean conditions (e.g. [43–48]). Some authors
have suggested methods for detecting trends in historic extreme
events [49] or using non-stationary models to account for trends
in historic observations over time [50], whilst others have used
predictions of future metocean conditions from outputs of global
climate models (GCMs) (e.g. [51–53]).

A challenge in assessing the goodness-of-fit of statistical
models for extreme conditions is that most measurement or hind-
cast datasets are relatively short, meaning that there is high sam-
pling variability associated with the largest observations. To ad-
dress this issue, in EC Benchmark 2, we makes use of several
long datasets of wave parameters generated from the FIO-ESM
v2.0 global climate model [54,55]. These datasets include a 700-
year dataset for a quasi-steady state climate, a 165-year historical
dataset, three 85-year datasets for future climates under various
emissions scenarios, and two 150-year CO2 sensitivity experi-
ments.

The use of data from a GCM allows us to address several
important questions in estimation of extreme metocean condi-
tions. In EC Benchmark 2 we propose two exercises. The first
makes use of the data from the 700-year quasi-steady state cli-
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mate runs to assess the accuracy of estimates of extremes from
relatively short datasets, without the influence of anthropogenic
climate change. The second exercise investigates the estimation
of extremes in a changing climate, making use of the historical
data and future scenarios. Participants can choose to address one
or both of these exercises.

The goal of EC Benchmark 2 is to examine differences in es-
timates of extremes resulting from the wide range of modelling
choices available to practitioners. For the first exercise, the avail-
ability of the 700-year dataset will allow a quantitative assess-
ment of the predictions of extremes at lower return periods (e.g.,
50-year return values, which are used in the design of offshore
renewable energy structures [1, 2]). As with EC Benchmark 1,
an additional objective of the exercise is to prompt further devel-
opment of the state of the art in estimation of extreme metocean
conditions and promote discussion and collaboration between re-
searchers in this area.

2 DESCRIPTION OF BENCHMARKING EXERCISE
2.1 Datasets

As noted in the introduction, the data used for EC Bench-
mark 2 is taken from the FIO-ESM v2.0 climate model [54, 55].
The 700-year quasi-steady state runs are based on forcing from
pre-industrial conditions, with 1850 as the reference year for the
climate-forcing variables. The model was integrated for 1000
years, reaching a quasi-equilibrium state after 300 years. The
data used in EC Benchmark 2 are from the last 700 years in quasi-
steady state. The historical simulations cover the period 1850-
2014 and are based on climate-forcing variables from CMIP6
[56]. The three future scenarios are for low, medium and high
future forcing pathways (scenarios SSP126, SSP245 and SSP585
in the CMIP6 experiments) and cover the period 2015-2100.

The datasets contain values of significant wave height Hs,
peak period Tp, zero up-crossing period Tz, and mean wave di-
rection Dm at 3 hour intervals for a duration of 700-years. The
wave model used a grid with approximately 1◦ resolution, so it
is not expected to be able to accurately replicate the spatial vari-
ability in extreme wave conditions close to shore and may not be
able to properly resolve extreme conditions generated by tropical
cyclones.

In EC Benchmark 1, datasets were provided for three loca-
tions in the North Sea, two locations on the northern and southern
ends of the US East Coast and one in the Gulf of Mexico (GOM).
As the GOM and south-eastern coastline of the US are affected
by tropical cyclones, these locations were not selected for anal-
ysis in the second exercise. Also, since the FIO-ESM v2.0 wave
model has a relatively coarse resolution, the two locations in the
central and southern North Sea were not used in EC Benchmark
2.

Three locations were chosen for analysis in EC Benchmark
2. Sites have been selected at locations where reference data are

available for comparison (either from wave buoys or hindcasts)
and the model is expected to perform reasonably well (i.e., suf-
ficiently far from the coast and in areas not affected by tropical
cyclones). The locations of the sites selected for analysis are il-
lustrated in Figure 1 and listed in Table 1, together with details
of the reference datasets used for comparison.

Site 1 is located off the Norwegian coast, at the location of
one of the datasets used in EC Benchmark 1. The reference data
is taken from the coastDat2 hindcast [57] and covers the 50-year
period 1965-2014. The site is in approximately 265 m water
depth and is close to the Utsira Nord offshore wind farm lease
area [58].

Site 2 is located close to the edge of the continental shelf
on the US East Coast, approximately 100 km southeast of Nan-
tucket. The site is in approximately 75 m water depth and is close
to the Massachusetts offshore wind farm lease area. The location
corresponds to the site of NDBC buoy 44008, where data are
available from 1982 to the present day.

Site 3 is located off Oregon on the US West Coast, in ap-
proximately 160 m water depth. The site is close to the PacWave
wave energy test site. The reference data are taken from NDBC
buoy 46050, where measurements are available from 1982 until
the present day.

To justify the use of data from the climate model, a brief
comparison of data from the historical runs with the reference
datasets is presented in Appendix A. The comparisons indicate
that the FIO-ESM data gives realistic distributions of Hs and its
extremes, from which meaningful results can be inferred. Par-
ticipants should note that the reference data listed in Table 1 is
only used for comparison with the FIO-ESM data to justify its
use, and is not used directly in the benchmarking exercises.

2.2 Exercises
The focus of the exercises is on estimating return values of

Hs and associated confidence intervals. Return values can be de-
fined in a number of ways that are asymptotically equivalent for
large return periods (see, e.g., [59]). A common definition of the
T -year return value, is the value that is exceeded with probabil-
ity 1/T in a given year. That is, if FA(x) is the cumulative dis-
tribution function (CDF) of the annual maximum Hs, the T -year
return value Hs,T is defined as the solution of

FA(Hs,T ) = 1− 1
T
. (1)

However, if it is assumed that the annual distribution is non-
stationary, either due to ‘natural’ long-term variability in the cli-
mate or due to anthropogenic climate change, then FA will be
time-dependent. In this situation, it can be clearer to quantify ex-
tremes in terms of the CDF of the maximum value in a specified
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FIGURE 1. LOCATIONS OF DATASETS USED IN BENCHMARKING STUDY.

TABLE 1. LOCATIONS OF SITES USED IN EC BENCHMARK 2 AND REFERENCE DATA SOURCES USED FOR COMPARISON.

Location Lat / Lon Water depth [m] Reference data source Reference coverage

Site 1 Norwegian Coast 59.500 N, 4.325 E 265 coastDat-2 hindcast 01/01/1965 - 31/12/2014

Site 2 Massachusetts, US East Coast 40.504 N, 69.248 W 75 NDBC buoy 44008 18/08/1982 - present

Site 3 Oregon, US West Coast 44.669 N, 125.546 W 160 NDBC buoy 46050 16/11/1991 - present

period of T years, denoted FT (x). Under the assumption of a sta-
tionary climate, the distribution of the maximum Hs in a T -year
period is given by FT (x) = (FA(x))T . Substituting the definition
(1) into this expression we have

FT (Hs,T ) = (FA(Hs,T ))
T =

(
1− 1

T

)T

. (2)

Since (1−1/T )T → exp(−1) as T →∞, the T -year return value
can be defined as the solution of

FT (Hs,T ) = exp(−1)≈ 0.3679. (3)

In the two exercises described below, we make use of both defini-
tions (1) and (3). Participants are free to estimate FA(x) and FT (x)
using any method of their choice and are not restricted to using
annual maxima methods. For example, under the assumption of
a stationary climate, if FP(x) is the distribution of peaks-over-
threshold, with m independent peaks expected per year on av-
erage, then FA(x) = (FP(x))m. Non-parametric approaches may
also be employed to predict return values and associated confi-
dence intervals, and participants are not required to use solely
parametric models such as Gumbel, GEV, etc. applied to the
data.

The following subsections present the two exercises for EC
Benchmark 2 in detail. The first exercise focuses on estimat-
ing return values of Hs for the quasi-steady state climate and the

second exercise focuses on predicting future climate based on
historic climate.

2.2.1 Exercise 1 - Estimation of extremes in a
steady state climate: In this exercise, participants will be
provided with a 25-year times series for each of the three sites,
taken from the pre-industrial control dataset. The datasets con-
tain values of Hs, Tp, Tz, and Dm. A central portion of the 700-
year pre-industrial control dataset has been used, running from
1st July in year 350 to 30th June in year 374 (see Figure 2). Note
that these years do not correspond to historical years, but time
since the start of the quasi-steady state period. The summer-to-
summer period has been chosen so that a full winter period is
available for both the start and end years. Participants to the ex-
ercise should note that all years are a fixed length of 365 days,
with no leap years.

Participants are asked to provide estimates of return values
together with a 95% confidence interval (CI), for return periods
of 5, 50, 500 years, for each of the three sites. As mentioned
in the introduction, even in a nominally steady-state climate, it
is possible that there will be long-term trends in the wave cli-
mate, related to large-scale climate patterns. In this case, the
distribution of the annual maximum, FA(x), could be modelled
as varying from year to year, dependent on a large-scale climate
index. In this exercise, we ask participants to estimate the long-
term average value of FA(x) and use definition (1) to calculate
return values. Participants are free to use any method of their

4



350 375 7000

Exercise 1: Steady-state climate

1965 20151850

Exercise 2: Changing climate

2040

provided to be estimated

provided

Pre-industrial control dataset (years in steady-state period) 

Historical dataset

2100

Future climate projections

FIGURE 2. SECTIONS OF TIME SERIES FROM FIO-ESM
DATASETS USED IN EACH EXERCISE.

choice for estimating FA(x) and the confidence interval for the
return values.

For graphical comparison, participants are also asked to
provide quantiles of FA and an associated 95% CI at non-
exceedance probabilities, P = 1− 1/N for N ∈ [1,1000] at 100
equally spaced logarithmic increments, corresponding to return
periods between 1 and 1000 years (e.g. using MATLAB, N
would be defined as: N=logspace(0,3,100); or in Python
N=numpy.logspace(0,3,num=100)). Finally, we also
ask participants to provide a description of the method used to
estimate the annual distribution, FA(x) and associated CI.

2.2.2 Exercise 2 - Estimation of extremes in a
changing climate: This exercise follows a similar format to
Exercise 1, the difference being that the provided datasets are
drawn from the historical runs of the FIO-ESM model. Partici-
pants are provided with a 50-year time series covering the period
01/01/1965 - 31/12/2014 from the historic run of the FIO-ESM
model, for each of the three sites. Participants are asked to es-
timate the distribution of the maximum Hs in the subsequent 25
year period, (01/01/2015 - 31/12/2039), denoted F25(x). This
metric is used in favour of return values defined in terms of the
annual distribution (1), due to potentially non-stationary trends
in the climate. The exercise is intended to be representative of
a typical design problem, where conditions over the lifetime of
a proposed deployment must be estimated based on historic data
(see Figure 2).

Participants are free to use any method of their choice for
estimating F25 and the associated CI. It is optional whether par-
ticipants choose to model historic or future trends in the extreme
wave climate. As the future CO2 emissions are unknown, par-
ticipants are asked to provide an estimate of F25 and associated
CI, which reflects this uncertainty. Participants could choose to

provide different estimates for different scenarios or a single es-
timate for all future scenarios.

Participants are asked to provide quantiles of F25(x) at non-
exceedance probabilities (1− 1/N)1/25 for N = 5, 50 and 500
and an associated 95% CI. Under the assumption of a station-
ary climate, these would correspond to the 5, 50 and 500-year
return values defined using definition (1). Similar to Exercise 1,
for graphical comparison, participants are also asked to provide
quantiles of F25 and an associated 95% CI at non-exceedance
probabilities, P = (1−1/N)1/25, for N ∈ [1,1000] at 100 equally
spaced logarithmic increments (see preceding subsection). Fi-
nally, we also ask participants to provide a description of the
method used to estimate F25(x) and associated CI.

2.3 Benchmark comparison metrics
The contributions to the benchmarking study will be com-

pared graphically using plots similar to those shown in Section
3. For Exercise 1, the estimated annual distribution, FA, will
be compared against empirical estimates of FA derived from the
annual maxima of the full 700-year pre-industrial control time
series for each site. The 95% CI will also be compared between
contributions and used to assess whether the CI’s contain the em-
pirical distribution from the 700-year dataset over the range of
return periods considered.

Contributions for Exercise 2 will be compared in a simi-
lar manner. However, in this case there is no long-term refer-
ence data to compare the entries with, and assess the accuracy
of the predictions. Instead, data from the first 25 years of the
three future scenario experiments (scenarios SSP126, SSP245
and SSP585) will be used for comparison. As the future emis-
sions are not known, the three datasets represent three possible
future scenarios, but it is not known which is more likely to oc-
cur. Moreover, these three datasets represent particular stochas-
tic realisations of a theoretically infinite population of future cli-
mates under each scenario, so there is sampling variability as-
sociated with the extreme conditions in each 25-year dataset, as
well as uncertainty related to the model physics. Nevertheless,
these datasets will be used for comparative reference, rather than
quantitative assessment of the accuracy of contributions.

2.4 How to participate
This paper represents the official announcement of EC

Benchmark 2. Interested participants can enter the bench-
mark by following the instruction described on a dedicated
GitHub repository, which is available at https://github.

com/ec-benchmark-organizers/ec-benchmark-2 .
The repository contains the time line for the organization of

the benchmark, the provided datasets and instructions on how
to prepare your results for submission. Similar to the previous
EC Benchmark 1, we intend to publish all submitted results on
this repository. Participants are encouraged to write stand-alone
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papers on their submission if novel methods are used. The com-
parative analysis and discussion of the benchmark’s results will
leave only limited space for the description of individual contri-
butions such that referencing any such stand-alone papers could
be valuable in the write-up of the comparative analysis of all sub-
missions.

In the course of developing the scope of the two exercises
for EC Benchmark 2, several additional options were discussed,
such as the use of spatial data and provision of additional covari-
ates (e.g. climate forcing variables). The decision was made to
analyse time series for single locations, as this is a more com-
mon problem in the design of an offshore structure for a partic-
ular location. However, participants are free to download addi-
tional spatial data or covariates from the FIO-ESM v2.0 climate
model [54, 55] and use this in their analysis if they wish.

3 BASELINE RESULTS
In this section, we provide a set of results for Exercises 1 and

2 that can serve as a baseline for comparison against submissions
to the benchmarking exercise. The baseline results are calculated
using the FIO-ESM data which will be provided to participants,
rather than reference data listed in Table 1 (the reference data is
used solely for validating the FIO-ESM model outputs, to justify
their use).

To provide baseline results for the benchmarking exercise,
we have estimated return values of Hs following one of the
procedures currently recommended in DNVGL-RP-C205 [4,
§3.6.2.4]. The same approach has been used for both exercises,
under the baseline assumption of a stationary wave climate and
independent annual maxima. The annual maxima of Hs over the
25-year period were fitted with a Gumbel distribution, which has
CDF

FA(x) = exp
(
−exp

(
−x−u

k

))
. (4)

The location and scale parameters, u and k, were estimated using
the method of moments, where the values are related to the mean,
µ , and standard deviation, σ , of the annual maxima by

k =

√
6

π
σ , (5)

u = µ− γk, (6)

and γ ≈ 0.577216... is the Euler–Mascheroni constant. Confi-
dence intervals for parameters and return values have been esti-
mated using the bootstrap method. In this method, each dataset is
randomly re-sampled (with replacement) and the parameters of
the Gumbel distribution and return values are estimated for each

random resampling. This procedure is repeated 1000 times and
the results are then used to estimate 95% confidence intervals.

Comparisons of the exceedance probabilities of the observed
annual maximum Hs from the pre-industrial control data for Ex-
ercise 1 and the fitted distributions are shown in Figure 3, for
each of the three sites. The empirical non-exceedance probabil-
ity for the ordered observations x(1) ≤ x(2) ≤ ...≤ x(n) is defined
as P̃(x(k)) = k/(n+ 1), where n = 25 is the number of annual
maxima that the distribution is fitted to. Figure 3 indicates that
the Gumbel distribution is a reasonable fit to each of the datasets,
with the fitted model broadly following the observations. How-
ever, for all three cases there are observations in the right tail
of the distribution which fall outside the estimated 95% CI, and
thus suggests that the Gumbel distribution may not be an optimal
model for these datasets, given our interest in extremes. The es-
timated Gumbel distribution parameters and 5, 50 and 500-year
return values for the three sites are listed in Table 2, together with
a 95% CI, shown in brackets.

Comparisons of the observed annual maxima and fitted dis-
tributions for Exercise 2 are shown in Figure 4, with parameter
estimates and return values listed in Table 3. For the baseline re-
sults, as we have made the assumption of a stationary climate, we
present the results in terms of the distribution of annual maxima
rather than the distribution of the maximum Hs in a 25 year pe-
riod, since under the assumptions of the model, F25(x) = F25

A (x).
The results follow a similar pattern to those for Exercise 1. For
Site 1, the estimated return values from the historic data are
slightly lower than those for the pre-industrial control data, al-
though the central estimates from the historic data fall within the
95% CI estimated from the pre-industrial control data. For sites 2
and 3 the estimated return values are remarkably similar for Ex-
ercises 1 and 2, although there is little reduction in the width of
the CI for the 50-year historic dataset. If the assumptions of the
model were correct (a stationary climate with independent, Gum-
bel distributed annual maxima), then asymptotically the variance
in parameter and return value estimates would decrease as 1/n,
where n is the number of independent observations. The simi-
larity of the width of the CI for the 25-year pre-industrial con-
trol data and 50-year historic data may indicate that some of the
model assumptions are not appropriate for the data.

4 CONCLUSIONS
The proposed benchmarking exercise has been designed to

address several key questions related to the estimation of extreme
conditions. The first of two proposed exercises in EC Benchmark
2 addresses the question of how accurately extreme conditions
can be predicted in a stationary climate, based on a relatively
short dataset of 25-years in length. In contrast, the second ex-
ercise addresses the question of how accurately extremes can be
predicted in a changing climate, if a relatively long dataset of 50
years is available. For the first exercise, the availability of the
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FIGURE 3. BASELINE RESULTS FOR EXERCISE 1: COMPARISON OF EXCEEDANCE PROBABILITIES FOR OBSERVED ANNUAL
MAXIMUM Hs FOR 25-YEAR PRE-INDUSTRIAL CONTROL DATA (CIRCLES) AND FITTED GUMBEL DISTRIBUTION (RED LINES) FOR
THE THREE SITES. A 95% CONFIDENCE INTERVAL FOR THE FITTED DISTRIBUTION IS SHOWN BY DASHED LINES.

FIGURE 4. BASELINE RESULTS FOR EXERCISE 2: COMPARISON OF EXCEEDANCE PROBABILITIES FOR OBSERVED ANNUAL
MAXIMUM Hs FOR 50-YEAR HISTORICAL DATA (CIRCLES) AND FITTED GUMBEL DISTRIBUTION (RED LINES) FOR THE THREE
SITES. A 95% CONFIDENCE INTERVAL FOR THE FITTED DISTRIBUTION IS SHOWN BY DASHED LINES.

TABLE 2. BASELINE RESULTS FOR EXERCISE 1: GUMBEL PARAMETER ESTIMATES, RETURN VALUES AND 95% CONFIDENCE
INTERVAL (IN BRACKETS) FOR THE 25-YEAR PI-CONTROL DATA FOR THE THREE SITES.

Site 1 - Norway Site 2 - US East Site 3 - US West

Location parameter, µ 9.26 (8.54, 10.1) 8.51 (8.10, 8.99) 7.19 (6.76, 7.70)

Scale parameter, σ 1.70 (1.21, 2.06) 0.98 (0.69, 1.17) 1.05 (0.75, 1.28)

5-year return value, Hs,5 [m] 11.8 (10.7, 12.8) 9.98 (9.33, 10.5) 8.76 (8.05, 9.41)

50-year return value, Hs,50 [m] 15.9 (13.7, 17.5) 12.3 (11.1, 13.2) 11.3 (9.86, 12.4)

500-year return value, Hs,500 [m] 19.8 (16.6, 22.3) 14.6 (12.7, 15.9) 13.7 (11.6, 15.3)
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TABLE 3. BASELINE RESULTS FOR EXERCISE 2: GUMBEL PARAMETER ESTIMATES, RETURN VALUES AND 95% CONFIDENCE
INTERVAL (IN BRACKETS) FOR THE 50-YEAR HISTORICAL DATA FOR THE THREE SITES.

Site 1 - Norway Site 2 - US East Site 3 - US West

Location parameter, µ 9.82 (9.43, 10.28) 8.52 (8.23, 8.85) 7.08 (6.79, 7.47)

Scale parameter, σ 1.25 (1.01, 1.44) 0.98 (0.75, 1.21) 1.10 (0.81, 1.35)

5-year return value, Hs,5 [m] 11.69 (11.16, 12.19) 9.99 (9.51, 10.46) 8.73 (8.15, 9.32)

50-year return value, Hs,50 [m] 14.68 (13.69, 15.56) 12.34 (11.35, 13.33) 11.37 (10.17, 12.51)

500-year return value, Hs,500 [m] 17.57 (16.08, 18.85) 14.61 (13.09, 16.14) 13.92 (12.05, 15.62)

700-year dataset will allow quantitative assessment of the esti-
mated return values from the short dataset.

The baseline results presented here follow a very simple
methodology and set of assumptions. Participants to the exer-
cise are encouraged to use any method of their choice, both for
estimating distributions and confidence intervals. It is hoped that
participants will make contributions to the exercises, based on
the wide variety of methods proposed to date, and potentially
develop new methodologies, furthering the state of the art. Com-
parison between the contributions will illustrate the uncertainties
resulting from modelling choices made by participants as well
as uncertainties inherent in estimating extreme conditions in a
variable and changing climate.
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APPENDIX A: COMPARISON OF FIO-ESM DATA WITH
REFERENCE DATASETS

Comparisons of the mean parameters from the FIO-ESM cli-
mate model and the 99th percentile of Hs with ERA5 hindcast
data over the entire globe are presented in [55]. In this com-
parison, we focus on the distributions of Hs at the three sites.
For the comparison, the buoy and hindcast data were averaged
to 3-hour values, the same as the FIO-ESM data. The FIO-ESM
for each site was restricted to the same time period as the ref-
erence sites, removing any periods where data are missing from
the buoy records. Note that the CMIP6 historical period runs un-
til 31/12/2014, so buoy data after this time were not used in the
comparison.

It is important to note that climate models forced with his-
toric input data are not the same as hindcasts commonly used
for offshore applications. Hindcasts models calculate the wave
field based on historic wind fields, and are directly comparable
to measurements at a specific time and location. In contrast, as
climate models calculate the evolution of the entire atmosphere
(and a wide range of other systems), even when they are forced
with historic inputs (such as solar radiation, atmospheric gas con-
centrations, etc.), the outputs are only comparable to historic ob-
servations in a statistical sense. We therefore compare the dis-
tributions of 3-hour and annual maximum Hs between the FIO-
ESM data and reference data in terms of quantile-quantile (QQ)
plots, as shown in Figures 5 and 6.

The distribution of 3-hour Hs is reasonably well replicated
at all three sites. The FIO-ESM data are slightly lower than the
reference data for Sites 1 and 3 and at Site 2, the FIO-ESM data
is slightly higher than the buoy data at high Hs. There are similar
trends in the annual maxima. However, the QQ plots show a
reasonably linear trend overall, indicating that the distribution of
extremes is reasonably well-matched to the reference data.

REFERENCES
[1] International Electrotechnical Commission (IEC), 2019.

Wind energy generation systems - Part 3-1: Design re-

8



FIGURE 5. QQ-PLOTS OF 3-HOUR Hs FROM FIO-ESM HISTORIC DATA AND REFERENCE SOURCES LISTED IN TABLE 1

FIGURE 6. QQ-PLOTS OF ANNUAL MAXIMA OF Hs FROM FIO-ESM HISTORIC DATA AND REFERENCE SOURCES LISTED IN TABLE 1

quirements for fixed offshore wind turbines. IEC 61400-3-
1:2019.

[2] International Electrotechnical Commission (IEC), 2016.
Marine energy - Wave, tidal and other water current con-
verters - Part 2: Design requirements for marine energy
systems. IEC TS 62600-2:2016.

[3] for Standardization (ISO), I. O., 2015. Petroleum and Nat-
ural Gas Industries—Specific Requirements for Offshore
Structures—Part 1: Metocean Design and Operating Con-
siderations: ISO 19901-1:2015. Geneva, Switzerland.

[4] DNVGL, 2019. Recommended Practice DNVGL-RP-
C205: Environmental conditions and environmental loads.
Norway, September 2019.

[5] Vanem, E., Guo, B., Ross, E., and Jonathan, P., 2020.
“Comparing different contour methods with response-
based methods for extreme ship response analysis”. Marine
Structures, 69.

[6] NORSOK, 2017. Actions and action effects (N-003), Edi-

tion 3. Norway, January 2017.
[7] Haselsteiner, A. F., Coe, R. G., Manuel, L., Nguyen,

P. T. T., Martin, N., and Eckert-Gallup, A., 2019. “A
benchmarking exercise on estimating extreme environmen-
tal conditions: Methodology & baseline results”. In 38th
International Conference on Ocean, Offshore and Arctic
Engineering, pp. OMAE2019–96523.

[8] Haselsteiner, A. F., Coe, R. G., Manuel, L., Chai, W., Leira,
B., Clarindo, G., Soares, C. G., Hannesdóttir, Á., Dimitrov,
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